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Dr. Yves J. Hilpisch is founder and CEO of The Python Quants (http://tpq.io), a group focusing on the 
use of open source technologies for financial data science, artificial intelligence, algorithmic 
trading, and computational finance. He is also the founder and CEO of The AI Machine (http://
aimachine.io), a company focused on AI-powered algorithmic trading based on a proprietary strategy 
execution platform.

Yves has a Diploma in Business Administration, a Ph.D. in Mathematical Finance and is Adjunct Professor 
for Computational Finance.

Yves is the author of five books (https://home.tpq.io/books):

* Artificial Intelligence in Finance (O’Reilly, forthcoming)
* Python for Algorithmic Trading (O’Reilly, forthcoming)
* Python for Finance (2018, 2nd ed., O’Reilly)
* Listed Volatility and Variance Derivatives (2017, Wiley Finance)
* Derivatives Analytics with Python (2015, Wiley Finance)

Yves is the director of the first online training program leading to University Certificates in Python 
for Algorithmic Trading (https://home.tpq.io/certificates/pyalgo) and Computational Finance (https://
home.tpq.io/certificates/compfin). He also lectures on computational finance, machine learning, and 
algorithmic trading at the CQF Program (http://cqf.com).

Yves is the originator of the financial analytics library DX Analytics (http://dx-analytics.com) and 
organizes Meetup group events, conferences, and bootcamps about Python, artificial intelligence and 
algorithmic trading in London (http://pqf.tpq.io), New York (http://aifat.tpq.io), Frankfurt, Berlin, 
and Paris. He has given keynote speeches at technology conferences in the United States, Europe, and 
Asia.
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Next book project: 

Python for Algorithmic Trading

Python & AI for Finance
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Our Certificate Program



http://certificate.tpq.io

16 week program

1,200 pages PDF

150+ hours  
of instruction

5,000+ lines 
of code
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10,000+ lines of code
150+ Jupyter Notebooks

1,000+ pages of 
Finance with Python, 
Python for Finance, 

Algorithmic Training, 
Derivatives Analytics 

200+ hours 
of pre-recorded 

video instruction

many hours of 
additional 

live sessions



RL Success Stories



—Atari Games and 
Reinforcement Learning





“We present the first deep learning model to successfully learn 
control policies directly from high-dimensional sensory input 
using reinforcement learning. The model is a convolutional 
neural network, trained with a variant of Q-learning, whose 
input is raw pixels and whose output is a value function 
estimating future rewards. We apply our method to seven Atari 
2600 games from the Arcade Learning Environment, with no 
adjustment of the architecture or learning algorithm. We find 
that it outperforms all previous approaches on six of the 
games and surpasses a human expert on three of them.” 

Mnih, V. (2013): “Playing Atari with Deep Reinforcement 
Learning”. https://arxiv.org/pdf/1312.5602v1.pdf

https://arxiv.org/pdf/1312.5602v1.pdf


Success Stories about Deep Learning 
and Deep Reinforcement Learning: 
• Self-Driving Cars 
• Recommendation Engines 
• Playing Atari Games 
• Image Recognition & Classification 
• Speech Recognition 
• Playing the Game of Go

https://mitpress.mit.edu/books/how-smart-machines-think


—Go and AlphaGo



“Go-playing programs have been improving at a rate of about 1 
dan/year in recent years. If this rate of improvement continues, 

they might beat the human world champion in about a decade.” 

Nick Bostrom (2014): Superintelligence.



https://deepmind.com/research/alphago/
https://www.nature.com/articles/nature24270.epdf?author_access_token=VJXbVjaSHxFoctQQ4p2k4tRgN0jAjWel9jnR3ZoTv0PVW4gB86EEpGqTRDtpIz-2rmo8-KG06gqVobU5NSCFeHILHcVFUeMsbvwS-lxjqQGg98faovwjxeTUgZAUMnRQ
https://deepmind.com/blog/alphago-zero-learning-scratch/


Podcast with David Silver

Netflix Documentation

https://www.youtube.com/watch?v=uPUEq8d73JI
https://www.youtube.com/watch?v=WXuK6gekU1Y


—Chess, Deep Blue & AlphaZero



“Jump forward another 20 years to today, to 2017, and you can 
download any number of free chess apps for your phone that rival 

any human Grandmaster.”

“Twelve years later I was in New York City fighting for my chess life. 
Against just one machine, a $10 million IBM supercomputer 

nicknamed ‘Deep Blue’.”

“It was a pleasant day in Hamburg in June 6, 1985, … Each of my 
opponents, all thirty-two of them, was a computer. … it didn’t 

come as much of a surprise, …, when I achieved 
a perfect 32—0 score.”



“Traditional chess engines — including the 
world computer chess champion 
Stockfish and IBM’s  ground-breaking Deep 
Blue — rely on thousands of rules and 
heuristics handcrafted by strong human 
players that try to account for every 
eventuality in a game. … 

AlphaZero takes a totally different approach, 
replacing these hand-crafted rules with a 
deep neural network and general purpose 
algorithms that know nothing about the 
game beyond the basic rules.”

“In Chess, for example, it searches only 60 
thousand positions per second in chess, 
compared to roughly 60 million for 
Stockfish.”

Source: http://deepmind.com

“The amount of training the network needs 
depends on the style and complexity of the 
game, taking approximately 9 hours for 
chess, 12 hours for shogi, and 13 days for 
Go.”

https://deepmind.com/blog/alphazero-shedding-new-light-grand-games-chess-shogi-and-go/


Fundamental Notions



Reinforcement Learning 

“Reinforcement learning (RL) is an area of machine 
learning concerned with how software agents ought to 
take actions in an environment in order to maximize

some notion of cumulative reward. Reinforcement learning
is one of three basic machine learning paradigms, 

alongside supervised learning and unsupervised learning.”

https://en.wikipedia.org/wiki/Reinforcement_learning

https://en.wikipedia.org/wiki/Reinforcement_learning


Environment 
The environment defines the problem at hand. This can be a computer 
game to be played or a financial market to be traded in. 

State 
A state can be thought of as a vector containing all relevant parameters 
describing the environment at a certain point (in time). In a computer game 
this might be the whole screen with all its pixels. In a financial market, this 
might include current and historical price levels, financial indicators such as 
moving averages, macroeconomic variables, and so on.



Agent 
The term agent subsumes all elements of the RL algorithm that interacts 
with the environment and that learns from these interactions. In a gaming 
context, the agent might represent a player playing the game. In a financial 
context, the agent could represent a trader (trading bot) placing bets on 
rising or falling markets. 

Action 
An agent can choose one action from a (limited) set of allowed actions. In a 
computer game, movements to the left or right might be allowed actions, 
while in a financial market going long or short could be admissible.



Reward 
Depending on the action an agent chooses, a reward (or penalty) is 
awarded. For a computer game, points are a typical reward. In a financial 
context, profit (or loss) is a standard reward. 

Target 
The target specifies what the agent tries to maximize. In a computer game 
this in general is the score reached by the agent. For a financial trading bot, 
this might be the trading profit.



OpenAI Gym



https://openai.com/about/


https://gym.openai.com/


Q-Learning



Reward Function 
The reward function R assigns to each state-action (S, A) pair a numerical 
reward. 

Action Policy 
An action policy Q assigns to each state S and allowed action A a numerical 
value. The numerical value is composed of the immediate reward of taking 
action A and the discounted delayed reward — given an optimal action 
taken in the subsequent state.

R : S × A → ℝ

Q : S × A → ℝ,

Q (St, At) = R (St, At) + γ ⋅ max
a

Q (St+1, a)



Representation 
In general, the optimal action policy Q can not be specified in closed form 
(e.g. in the form of a table). Therefore, Q-learning relies in general on 
approximate representations for the optimal policy Q.  

Neural Network 
Due to the approximation capabilities of neural networks (“Universal 
Approximation Theorems”), neural networks are typically used to represent 
optimal action policies Q. Features are the parameters that describe the 
state of the environment. Labels are values attached to each allowed 
action.



Exploration 
This refers to actions taken by an agent that are random in nature. The 
purpose is to explore random actions and their associated values beyond 
what the current optimal policy would dictate. 

Exploitation 
This refers to actions taken in accordance with the current optimal policy. 

Replay 
This refers to the (regular) updating of the optimal action policy given past 
and memorized experiences (by re-training the neural network).



Demo



Chapter 9 
— Reinforcement Learning 

Introductory Examples 
• CartPole Game 
• Algorithmic Trading
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