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AI Success Stories



Success Stories about Deep Learning 
and Deep Reinforcement Learning: 
• Self-Driving Cars 
• Recommendation Engines 
• Playing Atari Games 
• Image Recognition & Classification 
• Speech Recognition 
• Playing the Game of Go

https://mitpress.mit.edu/books/how-smart-machines-think


AI Success Stories 
—Atari Games and 

Reinforcement Learning





“We present the first deep learning model to successfully learn 
control policies directly from high-dimensional sensory input 
using reinforcement learning. The model is a convolutional 
neural network, trained with a variant of Q-learning, whose 
input is raw pixels and whose output is a value function 
estimating future rewards. We apply our method to seven Atari 
2600 games from the Arcade Learning Environment, with no 
adjustment of the architecture or learning algorithm. We find 
that it outperforms all previous approaches on six of the 
games and surpasses a human expert on three of them.” 

Mnih, V. (2013): “Playing Atari with Deep Reinforcement 
Learning”. https://arxiv.org/pdf/1312.5602v1.pdf

https://arxiv.org/pdf/1312.5602v1.pdf


AI Success Stories 
—Go and AlphaGo



“Go-playing programs have been improving at a rate of about 1 
dan/year in recent years. If this rate of improvement continues, 

they might beat the human world champion in about a decade.” 

Nick Bostrom (2014): Superintelligence.



https://deepmind.com/research/alphago/
https://www.nature.com/articles/nature24270.epdf?author_access_token=VJXbVjaSHxFoctQQ4p2k4tRgN0jAjWel9jnR3ZoTv0PVW4gB86EEpGqTRDtpIz-2rmo8-KG06gqVobU5NSCFeHILHcVFUeMsbvwS-lxjqQGg98faovwjxeTUgZAUMnRQ
https://deepmind.com/blog/alphago-zero-learning-scratch/


AI Success Stories 
—Chess, Deep Blue & AlphaZero



“Jump forward another 20 years to today, to 2017, and you can 
download any number of free chess apps for your phone that rival 

any human Grandmaster.”

“Twelve years later I was in New York City fighting for my chess life. 
Against just one machine, a $10 million IBM supercomputer 

nicknamed ‘Deep Blue’.”

“It was a pleasant day in Hamburg in June 6, 1985, … Each of my 
opponents, all thirty-two of them, was a computer. … it didn’t 

come as much of a surprise, …, when I achieved 
a perfect 32—0 score.”



“Traditional chess engines — including the 
world computer chess champion 
Stockfish and IBM’s  ground-breaking Deep 
Blue — rely on thousands of rules and 
heuristics handcrafted by strong human 
players that try to account for every 
eventuality in a game. … 

AlphaZero takes a totally different approach, 
replacing these hand-crafted rules with a 
deep neural network and general purpose 
algorithms that know nothing about the 
game beyond the basic rules.”

“In Chess, for example, it searches only 60 
thousand positions per second in chess, 
compared to roughly 60 million for 
Stockfish.”

Source: http://deepmind.com

“The amount of training the network needs 
depends on the style and complexity of the 
game, taking approximately 9 hours for 
chess, 12 hours for shogi, and 13 days for 
Go.”

https://deepmind.com/blog/alphazero-shedding-new-light-grand-games-chess-shogi-and-go/


The Beauty Myth



GUTs are among several long-established theories that 
remain stubbornly unsupported by the big, costly 
experiments testing them. … 
Despite the dearth of data, the answers that all these theories 
offer to some of the most vexing questions in physics are so 
elegant that they populate postgraduate textbooks. As Peter 
Woit of Columbia University observes, “Over time, these ideas 
became institutionalised. People stopped thinking of them as 
speculative.” That is understandable, for they appear to have 
great explanatory power.



Cornerstones of Economics 
A. Arbitrage Pricing 
B. Expected Utility 
C. Equilibrium 
D. Normal Distributions 
E. Linear Relationships 
F. Efficient Markets



Theory Reality



μi = r + βi(μM − r)
“Market Risk” 

“Idiosyncratic Risk”



Data-Driven Finance











Eugene Wigner’s article “The Unreasonable Effectiveness 
of Mathematics in the Natural Sciences” examines why so 
much of physics can be neatly explained with simple 
mathematical formulas such as f = ma or e = mc2. 
Meanwhile, sciences that involve human beings rather 
than elementary particles have proven more resistant to 
elegant mathematics. Economists suffer from physics 
envy over their inability to neatly [and successfully] model 
human behavior. An informal, incomplete grammar of the 
English language runs over 1,700 pages. Perhaps when it 
comes to natural language processing and related fields, 
we’re doomed to complex theories that will never have 
the elegance of physics equations. But if that’s so, we 
should stop acting as if our goal is to author extremely 
elegant theories, and instead embrace complexity and 
make use of the best ally we have: the unreasonable 
effectiveness of data.  





Efficient Markets



Eugene F. Fama (1965): 

“For many years, economists, statisticians, and teachers 
of finance have been interested in developing and 
testing models of stock price behavior. One important 
model that has evolved from this research is the theory 
of random walks. This theory casts serious doubt on 
many other methods for describing and predicting stock 
price behavior—methods that have considerable 
popularity outside the academic world. For example, we 
shall see later that, if the random-walk theory is an 
accurate description of reality, then the various 
“technical” or “chartist” procedures for predicting stock 
prices are completely without value.”—Eugene F. Fama 
(1965): “Random Walks in Stock Market Prices”



Michael Jensen (1978): “Some Anomalous Evidence Regarding 
Market Efficiency”: 

“A market is efficient with respect to an information set S if it is 
impossible to make economic profits by trading on the basis of 
information set S.”

If a stock price follows a (simple) random walk (no drift & normally 
distributed returns), then it rises and falls with the same probability of 
50% (“toss of a coin”). 

In such a case, the best predictor of tomorrow’s stock price — in a 
least-squares sense — is today’s stock price.



AI-First Finance





“The grand aim of science is to cover the greatest number of 
experimental facts by logical deduction from the smallest 

number of hypotheses or axioms.” 
— Albert Einstein

“Machine learning is the scientific method on steroids. It follows 
the same process of generating, testing, and discarding or 

refining hypotheses. But while a scientist may spend his or her 
whole life coming up with and testing a few hundred 

hypotheses, a machine-learning system can do the same in a 
second. Machine learning automates discovery. It’s no surprise, 

then that it’s revolutionizing science as much as it’s 
revolutionizing business.”





Programming.

Machine Learning.

Rules | Code 
(Trading Patterns)

Data

Output

Input

Output

Rules | Code 
(Trading Patterns)



AI in Finance 
= finaince

x

m(•, a, b)

m(x, a*, b*) ≈ yf(x) ≠ y

Finance 
History

f(•)

Financial 
Markets

x 

y
“brain-driven & 
beauty myth” 

“data-driven & 
AI-first”

“non-linear, complex, 
changing” 

(too) “simple and elegant 
theories”

“general, parametrizable, 
trainable algorithms”

“hardly any supporting 
empirical evidence”

“might show good 
performance, but black box”

“positive economics = 
data, relationships, etc.”

“normative economics = 
assumptions, axioms, etc.”



“The essential tool of econometrics is multivariate linear 
regression, an 18th-century technology that was already mastered 

by Gauss before 1794 … It is hard to believe that something as 
complex as 21st-century finance could be grasped by something as 

simple as inverting a covariance matrix.” 

“… what if economists finally started to consider non-linear 
functions?” 

“An ML algorithm can spot patterns in a 100-dimensional world as 
easily as in our familiar 3-dimensional one.” 

“Econometrics might be good enough to succeed in financial 
academia (for now), but succeeding in practice requires ML.” 

Marcos López de Prado (2018) 





Deep Learning



Deep Learning 
—Some Background



Mathematics of Deep Learning: 
• Applied Mathematics 
• Machine Learning Basics 
• Deep Feedforward Networks 
• Regularization for Deep Learning 
• Optimization for Training Deep Models 
• Convolutional Networks 
• Recurrent & Recursive Nets 
• Monte Carlo Methods 
• …

http://www.deeplearningbook.org/


Practice of Deep Learning 
(with Python and Keras): 
• What is Deep Learning? 
• Mathematical Building Blocks 
• Getting Started with Neural Networks 
• Fundamentals of Machine Learning 
• Deep Learning for Computer Vision 
• Deep Learning for Text and Sequences 
• Advanced Deep Learning Best 

Practices 
• Generative Deep Learning

https://www.manning.com/books/deep-learning-with-python


Deep Learning 
—Universal Approximation Theorem



“In the mathematical theory of artificial neural 
networks, the universal approximation 
theorem states that a feed-forward network with a 
single hidden layer containing a finite number 
of neurons can approximate continuous 
functions on compact subsets of Rn, under mild 
assumptions on the activation function. The 
theorem thus states that simple neural networks 
can represent a wide variety of interesting functions 
when given appropriate parameters; however, it 
does not touch upon the algorithmic learnability of 
those parameters.” 
—https://en.wikipedia.org/wiki/Universal_approximation_theorem

http://math.uchicago.edu/~may/REU2018/REUPapers/Guilhoto.pdf


Deep Learning 
—Market Prediction



The AI Machine 
—Quick Demo



Conclusions



1. Finance has long been driven by the “beauty myth” — elegant 
but too simplistic models, equations and approaches. 

2. The availability of big financial data (historical—streaming, 
structured—unstructured) gave rise to data-driven finance. 

3. It might be assumed that the “unreasonable effectiveness of big 
data” holds true in the financial domain as well. 

4. Due to the availability of big data (e.g. billions of hours of virtual 
car driving, billions of self-played games), Artificial Intelligence 
(AI) is changing almost every area of our lives. 

5. It is to be assumed that in the same way the combination of 
• data-driven and 
• AI-first finance 

    will influence and change finance and algorithmic trading 
    for good.
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